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Motivation	
  

First-principles modelling has 
become a standard tool : 

-  Speed (compatible with needs) 
-  Accuracy (tiny effects) 
-  Reliabilty (predictive) 
-  Automaticity (high-throughput) 
-  « Cheap » (compared to exp) 

Understanding and engineering functional properties 
often require understanding materials  

at the atomic scale.  

From academia to industry … 



Motivation	
  

•  Nanoscale: 
First-principles but limited to relatively small length-scale 
(nm, 100-1000 atoms) and small time-scale (few ps). 

•  Micro-macro 
scale :  

Well established 
continuous models 

•  Mesoscale:  
Often needs to keep atomistic description. 
Various types of atomistic models but no standard yet. 

Different scales 



Second-principles	
  

•  Multi-scale: 
 

Accessing relevant 
properties at operating 
conditions (finite-T, 
mechanical constraints…) 
often needs to bridge 
different length-scales. 

•  « Second-principles » : 
-  Effective models integrating out some degrees of freedom.  
-  All parameters extracted from first-principles data (two 

options: computed directly or fitted) 
 

Domain-­‐wall	
  mo;on	
  in	
  PbTiO3	
  



Motivation	
  

•  First-principles 

Various	
  methods	
  and	
  	
  
home-­‐made	
  codes	
  with	
  	
  
specific	
  features.	
  

Joint	
  development	
  of	
  	
  
unified	
  packages	
  with	
  
mul;func;onali;es	
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ABINIT,	
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  standards,	
  
compa;bility,	
  robustness	
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•  Second-principles 
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  development	
  of	
  	
  
unified	
  packages	
  with	
  
mul;func;onali;es	
  :	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  MULTIBINIT!	
  

Various	
  methods	
  and	
  	
  
home-­‐made	
  codes	
  with	
  	
  
specific	
  features.	
  

Various	
  methods	
  and	
  	
  
home-­‐made	
  codes	
  with	
  	
  

specific	
  features.	
  



Steps and objectives	
  

•  Steps: 
1.  Generation of models 
systematically improvable  

and adapted to the geometry 

2. Determination of  
parameters from first-

principles data 

3. Finite temperature 
simulations of various 

quantities 

4. Efficient result 
analysis (AGATE) 



Steps and objectives	
  

•  Steps: •  Objectives: 

1.  Generation of models 
systematically improvable  

and adapted to the geometry 

2. Determination of  
parameters from first-

principles data 

3. Finite temperature 
simulations of various 

quantities 

-  Generic tool valid for « any » 
system. 

-  Automatic construction of models 
and determination of parameters 
(high-throughput) 

-  Compatibility with various FP 
packages. 

-  Integrated tool gathering various 
modes and functionalities. 

-  Good tools for result analysis and 
post-processing of data. 

4. Efficient result 
analysis (AGATE) 



MULTIBINIT 	
  

What is MULTIBINIT ? 



MULTIBINIT 	
  

•  At first : model atomic potentials for lattice 
dynamics simulations. 

-  Various possible approaches (Lennard-Jones, shell-models, bond-
valence models, Tersoff, reactive force-fields …). 

-  Our choice : generalisation of « effective Hamiltonian » 
approach developed for ferroelectrics. 

-  Based on a « low-order » expansion around a reference 
structure : limited to « small » displacements and fixed 
bonding topology ! 

-  Inclusion of all atomic degrees of freedom (reduced 
coordinates) and homogeneous strains. 



MULTIBINIT - Lattice	
  
E u,η( ) = Ephonon u( )+Estrain η( )+Estrain−phonon u,η( )

Eharm u( )+Eanharm u( ) Eharm η( ) Eharm η( )+Eanharm η( )

ESR u( )+EDD u( )
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Figure 2. Sketch of various types of distortions and how the associated energy changes are captured by our model potentials. (a) Atomic
displacements in the absence of homogeneous strain. (b) Homogeneous strain in the absence of atomic displacements. (c), (d) Local
(inhomogeneous) strain ⌘loc given by atomic displacement patterns; note that the distortions in the unstrained areas are rigid translations,
which do not contribute to the energy because of the ASR satisfied by Ep({ui}) (see the text).

2.2.1. Ehar({ui}) and Eanh({ui}). Traditionally, the energy
change caused by atomic distortions {ui} is written as a Taylor
series around the RS in the following way:

Ep({ui}) = 1
2

X

i↵j�

K(2)
i↵j�ui↵uj�

+ 1
6

X

i↵j�k�

K(3)
i↵j�k� ui↵uj�uk� + · · · , (5)

where the first line shows the harmonic terms included in
Ehar({ui}) and the second line gathers all the higher-order
terms contained in Eanh({ui}). The tensor K

(n) is formed by
the nth derivatives of the energy, with

K(n)
i↵j�... = @nEeff

@ui↵@uj� . . .

����
RS

. (6)

Note that we assume that the RS is a stationary point of the
PES (i.e., a minimum or a saddle), so that K

(1) = 0.
It is important to realize that the coefficients K

(n) in
equation (5) are not independent. At each order in the Taylor
series, they are related by the point and lattice-translational
symmetries of the RS structure. Additionally, and more
fundamentally, they have to comply with translational
invariance in free space, which results in the so-called
acoustic sum rules (ASRs). In essence, the ASRs guarantee
that a rigid translation of the material—i.e., one given
by ui↵ = u↵ , where u↵ is an arbitrary three-dimensional
vector—does not change the energy and does not induce
any forces on the atoms. To fulfil these conditions, the K

(n)

coefficients must satisfy
X

i
K(n)

i↵j�k� ... = 0, 8 j, k, . . . ,↵, �, � , . . . , (7)

at all orders of the expansion. In the harmonic case with n = 2,
this reduces to the well-known ASR for the elements of the
force-constant matrix

X

i
K(2)

i↵j� = 0, 8 j, ↵,�. (8)

This set of conditions for the harmonic terms is rather
manageable, and allows for simple procedures to enforce
the ASR in practice. For example, a common strategy is
to derive the self-energy parameters from the interactions
between different atoms, by taking

K(2)
i↵i� = �

X

j6=i

K(2)
i↵j� , (9)

and simultaneously imposing the symmetric character of
the force-constant matrix (K(2)

i↵j� = K(2)
j�i↵). Note that such

a correction is necessary whenever we spatially truncate
the interatomic couplings, as such an approximation will
generally break the ASR. Also, it is customary to use this
type of correction when dealing with a force-constant matrix
whose coefficients may suffer from some numerical noise or
inaccuracy. As we will discuss in section 2.3, today there are
well-established and widely available first-principles methods
to compute a force-constant matrix that is ASR-compliant.
Hence, we use the above form (i.e., the one in equation (5))
for the harmonic term Ehar in our models.

However, as one can imagine from equation (7),
enforcing the ASR becomes much more intricate for n > 2.
In particular, it would complicate enormously the procedure
to compute the parameters in Eanh discussed in section 2.3.
Fortunately, in that case we can resort to an alternative
representation in which the ASR is automatically satisfied at
all orders.

Indeed, the energy Ep({ui}) can be equivalently expanded
as a function of displacement differences in the following way:

Ep({ui}) = 1
2

X

ijkh↵�

eK(2)
ij↵kh�(ui↵ � uj↵)(uk� � uh�)

+ 1
6

X

ijkhrt↵��

eK(3)
ij↵kh�rt� (ui↵ � uj↵)

⇥ (uk� � uh�)(ur� � ut� ) + · · · . (10)

From this expression, it is obvious that Ep does not change
for a rigid displacement of the material, as every single
term cancels out in that case; it is also easy to prove that a

5
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rigid displacement does not induce any forces on the atoms.
Hence, the model parameters e

K

(n) do not need to satisfy any
ASR to guarantee translational invariance, which facilitates
enormously the task of fitting their values to best reproduce
first-principles results4.

The relation between equations (5) and (10) is a subtle
one and deserves a few comments. (i) It is important to
realize that these two expressions for Ep are not connected
by a simple transformation of the basis in which we express
the atomic distortions of the material. Indeed, the atomic
displacements {ui} do define the independent variables of
our problem. In contrast, the set of differences {(ui↵ �
uj↵)} has many more, linearly-dependent members; hence,
the displacement differences are not an acceptable basis. (ii)
It is possible to go from equation (5) to equation (10) by
application of the ASR at each order of the expansion. More
precisely, at a given order n, one can use the corresponding
ASRs to write some of the K(n)

i↵j�... parameters as a function
of the rest, e.g. by performing substitutions such as the one
given in equation (9) for n = 2. The result of such a procedure
is an expression in terms of differences, such as the one in
equation (10). However, there is no unique way to perform
such a transformation and, thus, the form of the resulting
energy function is somewhat arbitrary. Indeed, there are many
ways in which we can use the ASRs to rewrite equation (5)
(e.g., for n = 2, equation (9) is just one possibility among
many others), and we see no clear reasons to prefer any
specific strategy. (iii) In equation (10), it may look like we
have many-body terms already at very low orders of the
expansion. For example, the harmonic terms can involve up to
four different atoms. Such couplings are the consequence of
the ASR-related connections between the energy derivatives
K

(n), which result in terms that look like many-body ones
when we write the energy as a function of displacement
differences. (iv) It is possible to understand better the inner
structure of the difference terms of equation (10). Thus, for
example, for n = 2 it can be seen that all four-body terms
can be written as combinations of two- and three-body terms,
but three-body terms are in general not reducible to two-body
terms. These considerations are of little importance for our
present purposes, though, and we will not pursue them further.
(v) Finally, let us note that the e

K

(n) parameters in equation (10)
can be viewed as some sort of generalized spring constants;
this interpretation is especially apparent for the pairwise terms
involving products of the form (ui↵ � uj↵)n.

2.2.2. Es(⌘) and Esp({ui}, ⌘). For the elastic energy Es(⌘),
we use a simple Taylor series

Es(⌘) = N
2

X

ab

C(2)
ab ⌘a⌘b + N

6

X

abc

C(3)
abc⌘a⌘b⌘c + · · · , (11)

4 In our models, the K

(2) parameters are obtained by using equation (9)
to impose the ASR. As a byproduct, this step usually corrects for other
inaccuracies in the DFT results. In contrast, there is no need to impose the
ASR on the anharmonic couplings e

K

(n) with n > 2, and we fit them directly
to the uncorrected first-principles results. Hence, one needs to be especially
vigilant as regards the convergence of the DFT calculations employed to
compute the anharmonic terms in our models.

where

C(m)
ab... = 1

N
@mEeff

@⌘a@⌘b . . .

����
RS

, (12)

and N is the number of cells in the crystal. There is no linear
term in equation (11) because we assume that the RS is a
stationary point of the PES. The harmonic parameters in this
series are the usual elastic constants; more precisely, they are
the so-called frozen-ion or undressed elastic constants, as they
quantify the elastic response of the material with the ions
clamped at the relative positions that they have in the RS.

For the strain–phonon interaction energy Esp({ui}, ⌘), we
can write

Esp({ui}, ⌘) = 1
2

X

a

X

i↵
3

(1,1)
ai↵ ⌘aui↵

+ 1
6

X

a

X

i↵j�

3
(1,2)
ai↵j�⌘aui↵uj�

+ 1
6

X

ab

X

i↵
3

(2,1)
abi↵ ⌘a⌘bui↵ + · · · . (13)

The lowest-order coupling term ⇤(1,1) corresponds (except
for non-essential prefactors) to the so-called force–response
internal strain tensor, and describes the forces that act on the
atoms as a consequence of homogeneous strains. Hence, this
kind of coupling contributes to determine the full, relaxed-ion
or dressed, elastic response of the material, in the way that is
described e.g. in [31].

The ⇤(m,n) parameters in equation (13) have to comply
with a set of ASRs that are analogous to the ones discussed
above for the K

(n) coefficients. As in the case of Ep, we can
use an alternative expression for Esp, namely

Esp({ui}, ⌘) = 1
2

X

a

X

ij↵

e3(1,1)
aij↵ ⌘a(ui↵ � uj↵)

+ 1
6

X

a

X

ijhk↵�

e3(1,2)
aij↵kh�⌘a

⇥ (ui↵ � uj↵)(uk� � uh�)

+ 1
6

X

ab

X

ij↵

e3(2,1)
abij↵

⇥ ⌘a⌘b(ui↵ � uj↵) + · · · , (14)

with e⇤(m,n) parameters that are free from ASR-related
restrictions. Our choosing between the former or the latter
expressions for Esp will be a matter of practical convenience;
more precisely, we will use the regular representation
(equation (13)) whenever we compute the parameters directly
from first principles, and the alternative one (equation (14))
in cases in which we need to fit the parameters to reproduce
specific first-principles results. This will be discussed in detail
in section 2.3.

2.2.3. Symmetry considerations. We will often deal with
reference structures that present certain lattice-translational
and/or point symmetries. Such symmetries imply a reduction
in the number of independent parameters of the model, and we
can take advantage of them to simplify its construction. In the
following we describe the general ideas and procedures that

6
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rigid displacement does not induce any forces on the atoms.
Hence, the model parameters e

K

(n) do not need to satisfy any
ASR to guarantee translational invariance, which facilitates
enormously the task of fitting their values to best reproduce
first-principles results4.

The relation between equations (5) and (10) is a subtle
one and deserves a few comments. (i) It is important to
realize that these two expressions for Ep are not connected
by a simple transformation of the basis in which we express
the atomic distortions of the material. Indeed, the atomic
displacements {ui} do define the independent variables of
our problem. In contrast, the set of differences {(ui↵ �
uj↵)} has many more, linearly-dependent members; hence,
the displacement differences are not an acceptable basis. (ii)
It is possible to go from equation (5) to equation (10) by
application of the ASR at each order of the expansion. More
precisely, at a given order n, one can use the corresponding
ASRs to write some of the K(n)

i↵j�... parameters as a function
of the rest, e.g. by performing substitutions such as the one
given in equation (9) for n = 2. The result of such a procedure
is an expression in terms of differences, such as the one in
equation (10). However, there is no unique way to perform
such a transformation and, thus, the form of the resulting
energy function is somewhat arbitrary. Indeed, there are many
ways in which we can use the ASRs to rewrite equation (5)
(e.g., for n = 2, equation (9) is just one possibility among
many others), and we see no clear reasons to prefer any
specific strategy. (iii) In equation (10), it may look like we
have many-body terms already at very low orders of the
expansion. For example, the harmonic terms can involve up to
four different atoms. Such couplings are the consequence of
the ASR-related connections between the energy derivatives
K

(n), which result in terms that look like many-body ones
when we write the energy as a function of displacement
differences. (iv) It is possible to understand better the inner
structure of the difference terms of equation (10). Thus, for
example, for n = 2 it can be seen that all four-body terms
can be written as combinations of two- and three-body terms,
but three-body terms are in general not reducible to two-body
terms. These considerations are of little importance for our
present purposes, though, and we will not pursue them further.
(v) Finally, let us note that the e

K

(n) parameters in equation (10)
can be viewed as some sort of generalized spring constants;
this interpretation is especially apparent for the pairwise terms
involving products of the form (ui↵ � uj↵)n.

2.2.2. Es(⌘) and Esp({ui}, ⌘). For the elastic energy Es(⌘),
we use a simple Taylor series

Es(⌘) = N
2

X

ab

C(2)
ab ⌘a⌘b + N

6

X

abc

C(3)
abc⌘a⌘b⌘c + · · · , (11)

4 In our models, the K

(2) parameters are obtained by using equation (9)
to impose the ASR. As a byproduct, this step usually corrects for other
inaccuracies in the DFT results. In contrast, there is no need to impose the
ASR on the anharmonic couplings e

K

(n) with n > 2, and we fit them directly
to the uncorrected first-principles results. Hence, one needs to be especially
vigilant as regards the convergence of the DFT calculations employed to
compute the anharmonic terms in our models.

where

C(m)
ab... = 1

N
@mEeff

@⌘a@⌘b . . .

����
RS

, (12)

and N is the number of cells in the crystal. There is no linear
term in equation (11) because we assume that the RS is a
stationary point of the PES. The harmonic parameters in this
series are the usual elastic constants; more precisely, they are
the so-called frozen-ion or undressed elastic constants, as they
quantify the elastic response of the material with the ions
clamped at the relative positions that they have in the RS.

For the strain–phonon interaction energy Esp({ui}, ⌘), we
can write

Esp({ui}, ⌘) = 1
2

X

a

X

i↵
3

(1,1)
ai↵ ⌘aui↵

+ 1
6

X

a

X

i↵j�

3
(1,2)
ai↵j�⌘aui↵uj�

+ 1
6

X

ab

X

i↵
3

(2,1)
abi↵ ⌘a⌘bui↵ + · · · . (13)

The lowest-order coupling term ⇤(1,1) corresponds (except
for non-essential prefactors) to the so-called force–response
internal strain tensor, and describes the forces that act on the
atoms as a consequence of homogeneous strains. Hence, this
kind of coupling contributes to determine the full, relaxed-ion
or dressed, elastic response of the material, in the way that is
described e.g. in [31].

The ⇤(m,n) parameters in equation (13) have to comply
with a set of ASRs that are analogous to the ones discussed
above for the K

(n) coefficients. As in the case of Ep, we can
use an alternative expression for Esp, namely

Esp({ui}, ⌘) = 1
2

X

a

X

ij↵

e3(1,1)
aij↵ ⌘a(ui↵ � uj↵)

+ 1
6

X

a

X

ijhk↵�

e3(1,2)
aij↵kh�⌘a

⇥ (ui↵ � uj↵)(uk� � uh�)

+ 1
6

X

ab

X

ij↵

e3(2,1)
abij↵

⇥ ⌘a⌘b(ui↵ � uj↵) + · · · , (14)

with e⇤(m,n) parameters that are free from ASR-related
restrictions. Our choosing between the former or the latter
expressions for Esp will be a matter of practical convenience;
more precisely, we will use the regular representation
(equation (13)) whenever we compute the parameters directly
from first principles, and the alternative one (equation (14))
in cases in which we need to fit the parameters to reproduce
specific first-principles results. This will be discussed in detail
in section 2.3.

2.2.3. Symmetry considerations. We will often deal with
reference structures that present certain lattice-translational
and/or point symmetries. Such symmetries imply a reduction
in the number of independent parameters of the model, and we
can take advantage of them to simplify its construction. In the
following we describe the general ideas and procedures that

6-  Harmonic terms directly computed from first-principles (physical quantities) 
-  Anharmonic terms directly fitted on first-principles (effective parameters) 

See Alex’s talk 

(up	
  to	
  arbitrary	
  orders)	
  



Example : PbTiO3	
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Figure 4. Left: dispersion bands of cubic PbTiO3, as calculated
from first principles (lines) and obtained from our effective model
(circles). The bands correspond to the eigenvalues �

qj of the
Fourier-transformed force-constant matrices K

(2)
q

, which we call
stiffness coefficients. The leading structural instabilities are labeled;
they involve ferroelectric (FE) and antiferrodistortive (AFD)
motions such as those sketched in figure 5. The color code indicates
the dominant atomic character of the K

(2)
q

eigenvectors. Right:
density-of-states (DOS) plots constructed from the K

(2)
q

eigenvalues,
as obtained from first-principles simulations using a very fine q

point mesh, and from our effective potential by solving the
eigenmode problem for an 8 ⇥ 8 ⇥ 8 supercell and making use of a
simple interpolation between the computed eigenvalues.

Figure 5. Sketch of the atomic displacements corresponding to the
most important structural instabilities in ABO3 perovskite oxides.
(a) Ferroelectric (FE) instability. The subscript in FEz labels the
polar direction. (b) Antiferrodistortive (AFD) instability with
neighboring O6 octahedra along the z direction rotating in-phase
(distortion associated with the M q-point of the cubic Brillouin
zone). (c) The same as in (b), but with octahedral rotations
modulated in antiphase along z (R-point distortion). The subscript
and superscript in the notation for the AFD modes label,
respectively, the direction of the rotation axis and the in-phase or
antiphase modulation of the rotations along that axis.

As regards the anharmonic terms, one could try a similar
direct calculation of each one of the parameters. For example,
to compute the strain–phonon couplings ⇤(1,2), one could run
DFPT calculations for the RS subject to a small strain �⌘.
The resulting force-constant matrix would be described in our
model by

K(2)
i↵j�

����
�⌘

= K(2)
i↵j� +

X

a
3

(1,2)
ai↵j��⌘a, (31)

which would allow us to calculate the targeted couplings.
Following a similar scheme—e.g., by running DFPT

calculations of distorted configurations in which some atomic
displacements are frozen in—one could access the parameters
in Eanh.

As described below, we tried such an approach when
constructing our models for PbTiO3 and SrTiO3, specifically
as regards the strain–phonon couplings. Based on our
experience, we believe that such a systematic scheme may
render accurate potentials in relatively simple cases, i.e.,
whenever the RS does not present structural instabilities. On
the other hand, in the challenging situations here considered,
this strategy may be impractical if a very precise description
of some PES features is targeted. Indeed, we found that
the PES of materials like PbTiO3 or SrTiO3 is strongly
anharmonic; more precisely, if we aimed at an accurate
description of the whole PES connecting the RS with the
lower-energy phases, we would need to consider a Taylor
series extending up to a rather high order. In such cases
it seems more convenient to adopt an effective approach,
aiming at reproducing the PES only around the RS and
the most relevant low-energy structures. This permits a
lower-order expansion that quantitatively captures the main
effects and retains much of the physical transparency of
the simpler (effective-Hamiltonian and phenomenological)
models traditionally used to investigate phase transitions,
which include only as many terms as strictly needed for a
qualitatively correct description.

2.3.2. Parameters fitted to first-principles results. To com-
pute the higher-order couplings of our effective potentials—
i.e., e

K

(n) with n > 2 and e⇤(m,n) with m + n > 2—it
is convenient to implement a fitting procedure aimed
at obtaining a model that reproduces a training set of
first-principles results. Here, we describe the strategy we
adopted in our work with PbTiO3 and SrTiO3, where the
training set was composed of low-energy structures that are
more stable than the RS, and the key properties that we request
our models to capture are energy differences and equilibrium
atomic configurations. Nevertheless, the ideas presented are
rather general and can be easily adapted to other situations.

In essence, our parameter-optimization calculations were
based on three goal functions defined in the following way.
Let the superindex s number the structures ({us

i }, ⌘s) in
our training set. First, to get our model to reproduce the
first-principles energies {Es}, we considered the goal function

G F E(P) =
X

s

⇥
Eeff[P]({us

i }, ⌘s) � Es⇤2
, (32)

where P represents all the free adjustable coefficients in
the model and the parametric dependence of Eeff on P is
indicated. Second, all the structures in our training sets were
stationary points of the PES (minima or saddles). Hence, we
imposed the zero-gradient condition for such structures by
minimizing the goal function

G F rE(P) =
X

s

��rEeff[P]({us
i }, ⌘s)

��2
, (33)

where the gradient includes derivatives with respect to both
atomic distortions and cell strains. Finally, aiming at an
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Figure 6. Deviation of the interatomic force constants calculated
for selected PTO distorted structures from the RS results. Each
point quantifies the difference between the 3 ⇥ 3 force-constant
matrices, for a specific atom pair, computed for the reference and
distorted structures. The results are shown as a function of
interatomic distance; for clarity reasons, the interatomic distances
are shifted slightly to reduce overlap. Note that, when two different
atoms are involved in the pair, we overlap the corresponding
symbols; thus, for example, crossed squares correspond to pairs
involving Ti (cross) and O (square) atoms.

between the harmonic interatomic couplings computed for the
RS (which are given by K

(2) directly) and those corresponding
to the several distorted states of PTO that maintain the cubic
cell (which are described by K

(2) plus a distortion-dependent
correction involving e

K

(n) with n > 2). From these results, it
is apparent that the distortion-induced changes decay very
rapidly with the interatomic distance, indicating that the
anharmonic corrections have a limited spatial range; similar
calculations for other distorted configurations confirmed
this conclusion. Hence, our model for PTO included only
anharmonic e

K

(n) couplings between neighboring atom pairs
(i.e., each Pb atom is coupled with its 12 neighboring oxygens,
and each Ti atom with the six oxygens in the surrounding
O6 group), which results in couplings extending up to about
3 Å. Note that this approximation is essentially equivalent
to the on-site-anharmonicity assumption of the effective-
Hamiltonian method, but adapted to our displacement-
difference representation. Together with the other truncations
mentioned above (pairwise interactions, fourth-order Taylor
series), this local-anharmonicity approximation results in the
15 SATs listed in table 1.

Figure 7. Potential-energy wells connecting the RS of PTO with
the low-symmetry phases defined in the text. The results obtained
from our model potential are shown with lines, and the points
indicate the first-principles results for the energy minima or saddles.
All the states shown preserve the cubic cell of the RS (⌘ = 0). The
amplitudes |u| in Ångstrom correspond to collective distortions
involving several atoms. The AFDa

z and AFDa
xyz curves are

essentially on top of each other and cannot be distinguished.

Using the model and training set described above,
we fitted the 15 anharmonic parameters of table 1 by
successive optimization of the G F E, G F rE, and G F hess goal
functions, following the procedure outlined in section 2.3.2.
In G F hess we considered the Hessian matrices of distorted
configurations, including modes corresponding to the 0 and,
in some cases, R points of the BZ of the RS. For each q-point,
we considered only the six lowest-lying optical eigenmodes
(i.e., we did not fit to the full spectrum). As evidenced by
table 3 and figure 7, the model thus constructed describes with
good accuracy our first-principles results for the equilibrium
structures and energies of the relevant ⌘ = 0 configurations.
Additionally, figure 8 shows the results that our model gives
for the force-constant bands of two distorted structures; as
expected, the low-lying Hessian eigenmodes are reasonably
well reproduced, and the inaccuracies grow as we move up in
energy.

To test our model for a fixed-cell version of PTO,
we ran MC simulations and computed the evolution of the
equilibrium structure as a function of temperature. Figure 9
shows our basic results, which reveal a sequence of two phase
transitions. At T ⇡ 200 K the material develops a spontaneous
polarization, which manifests itself in a non-zero value of

Figure 8. Force-constant bands corresponding to three different PTO structures, all maintaining the cubic RS cell. Black solid lines show
the results of our model potential, and red dashed lines the first-principles results. (a) Cubic (Pm3̄m), (b) FEz (P4mm) and (c) FExyz (R3m).
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Figure 6. Deviation of the interatomic force constants calculated
for selected PTO distorted structures from the RS results. Each
point quantifies the difference between the 3 ⇥ 3 force-constant
matrices, for a specific atom pair, computed for the reference and
distorted structures. The results are shown as a function of
interatomic distance; for clarity reasons, the interatomic distances
are shifted slightly to reduce overlap. Note that, when two different
atoms are involved in the pair, we overlap the corresponding
symbols; thus, for example, crossed squares correspond to pairs
involving Ti (cross) and O (square) atoms.
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(i.e., we did not fit to the full spectrum). As evidenced by
table 3 and figure 7, the model thus constructed describes with
good accuracy our first-principles results for the equilibrium
structures and energies of the relevant ⌘ = 0 configurations.
Additionally, figure 8 shows the results that our model gives
for the force-constant bands of two distorted structures; as
expected, the low-lying Hessian eigenmodes are reasonably
well reproduced, and the inaccuracies grow as we move up in
energy.
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transitions. At T ⇡ 200 K the material develops a spontaneous
polarization, which manifests itself in a non-zero value of

Figure 8. Force-constant bands corresponding to three different PTO structures, all maintaining the cubic RS cell. Black solid lines show
the results of our model potential, and red dashed lines the first-principles results. (a) Cubic (Pm3̄m), (b) FEz (P4mm) and (c) FExyz (R3m).

16

Force-­‐constant	
  matrix	
  eigenvalues	
   Effec=ve	
  anharmonici=es	
  

Force-­‐constant	
  matrix	
  eigenvalues	
  for	
  dis=nct	
  metastable	
  phases	
  
Pm3m	
  (PE)	
   P4mm	
  (FEz)	
   R3m	
  (FExyz)	
  

Proper description of the dispersion curves even well away 
from the reference for highly anharmonic systems 

Keep first-principles accuracy  
at the harmonic level 

Effective treatment of the 
anharmonicities at low orders 

J. Phys.: Condens. Matter 25 (2013) 305401 J C Wojdeł et al

Figure 11. Force-constant bands for the ground state of PTO. Black
solid lines depict the results from model LI, and red dashed lines
show the results obtained from first principles.

obtained in the fixed-cell case. More precisely, table 4 shows
significant differences between the first-principles results
(labeled ‘LDA’) and the predictions of the L0 model for the
structure of the tetragonal ground state, especially as regards
the aspect ratio (c/a) of the unit cell and the participation of
the Pb atoms in the ferroelectric distortion.

As we wanted to increase the accuracy of the model,
we decided to improve the description of the strain–phonon
couplings by adding the SAT represented by (Pbx–O2x)

2⌘1,
where we use the compact notation introduced above (see
figure 3 and table 2). Note that the resulting model, which
we label LI, combines 3-like terms, whose values are
fixed to those of the L0 potential, with one e3-like free
adjustable parameter. Such a parameter was fitted to better
reproduce the ground state structure; as shown in table 4,
this led to a significant improvement over the L0 result.
Further improvement of the c/a value can be achieved by
additionally introducing the higher-order SAT represented by
(Pbx � O2x)

2⌘2
1 (model LII), at the expense of worsening the

agreement for other structural parameters and energies.
Let us mention another model-construction experiment

that we made. Noting the importance of the strain–phonon
couplings in PTO, one may wonder which are the interaction
terms responsible for the main effects. By inspecting the

⇤(1,2) parameters computed directly from first principles, it is
easy to identify the two most prominent ones, which involve
Pb–O and Ti–O nearest-neighboring pairs. More specifically,
the key couplings are captured by the e3-like parameters
number 2 and number 13 from table 2. Hence, we considered
a model that includes only these two strain–phonon couplings
(LIII); interestingly, as shown in table 4, such a simple
potential is able to render good results for the structure and
energy of PTO’s ground state.

The quality of these models can be further evaluated by
checking how well they reproduce the first-principles results
for the force-constant bands of strained configurations. As
already mentioned, figure 10 shows an essentially perfect
agreement for model L0, which is largely preserved in models
LI and LII (the latter is not shown). Naturally, the agreement
is worse for the minimal model LIII. Figure 11 also shows
the results that model LI gives for the force-constant bands
of PTO’s tetragonal ground state, as compared with the
first-principles calculations. As in the fixed-cell cases of
figure 8, it is apparent that the considered model is not
sufficient to render a precise description of all the bands. Yet,
the qualitative agreement is satisfactory.

3.2.4. Temperature-dependent behavior. We studied the
T-dependent behavior of our PTO models by running MC
simulations in which both the atomic displacements and
strains were allowed to thermally fluctuate. Figure 12 shows
the basic results for our L0 model when simulated in two
different situations: (i) under the condition of zero external
pressure and (ii) by imposing an external hydrostatic pressure
of �13.9 GPa, which counteracts the underestimation of
the LDA result for the cubic lattice constant. (Taking as a
reference the cubic lattice constant obtained by extrapolating
to 0 K the experimental results in [43], this underestimation
can be approximated to be about 2.2%.) Note that this
kind of correction is customarily made in LDA-based
effective-Hamiltonian works [10–12], and we adopt it here for
the sake of an easier comparison with the literature.

As can be appreciated from figure 12, our simulated PTO
undergoes a phase transition from the high-T cubic phase
to a low-T tetragonal structure in which one polarization

Figure 12. Temperature-dependent polarization (a) and strains (b) of PTO as calculated from our L0 potential in two different conditions of
external pressure (see the text). The LDA-relaxed cubic structure defines the zero of strain. The value of the thermal expansion coefficient
(↵) of the high-temperature phase is indicated.
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Figure 11. Force-constant bands for the ground state of PTO. Black
solid lines depict the results from model LI, and red dashed lines
show the results obtained from first principles.

obtained in the fixed-cell case. More precisely, table 4 shows
significant differences between the first-principles results
(labeled ‘LDA’) and the predictions of the L0 model for the
structure of the tetragonal ground state, especially as regards
the aspect ratio (c/a) of the unit cell and the participation of
the Pb atoms in the ferroelectric distortion.

As we wanted to increase the accuracy of the model,
we decided to improve the description of the strain–phonon
couplings by adding the SAT represented by (Pbx–O2x)

2⌘1,
where we use the compact notation introduced above (see
figure 3 and table 2). Note that the resulting model, which
we label LI, combines 3-like terms, whose values are
fixed to those of the L0 potential, with one e3-like free
adjustable parameter. Such a parameter was fitted to better
reproduce the ground state structure; as shown in table 4,
this led to a significant improvement over the L0 result.
Further improvement of the c/a value can be achieved by
additionally introducing the higher-order SAT represented by
(Pbx � O2x)

2⌘2
1 (model LII), at the expense of worsening the

agreement for other structural parameters and energies.
Let us mention another model-construction experiment

that we made. Noting the importance of the strain–phonon
couplings in PTO, one may wonder which are the interaction
terms responsible for the main effects. By inspecting the

⇤(1,2) parameters computed directly from first principles, it is
easy to identify the two most prominent ones, which involve
Pb–O and Ti–O nearest-neighboring pairs. More specifically,
the key couplings are captured by the e3-like parameters
number 2 and number 13 from table 2. Hence, we considered
a model that includes only these two strain–phonon couplings
(LIII); interestingly, as shown in table 4, such a simple
potential is able to render good results for the structure and
energy of PTO’s ground state.

The quality of these models can be further evaluated by
checking how well they reproduce the first-principles results
for the force-constant bands of strained configurations. As
already mentioned, figure 10 shows an essentially perfect
agreement for model L0, which is largely preserved in models
LI and LII (the latter is not shown). Naturally, the agreement
is worse for the minimal model LIII. Figure 11 also shows
the results that model LI gives for the force-constant bands
of PTO’s tetragonal ground state, as compared with the
first-principles calculations. As in the fixed-cell cases of
figure 8, it is apparent that the considered model is not
sufficient to render a precise description of all the bands. Yet,
the qualitative agreement is satisfactory.

3.2.4. Temperature-dependent behavior. We studied the
T-dependent behavior of our PTO models by running MC
simulations in which both the atomic displacements and
strains were allowed to thermally fluctuate. Figure 12 shows
the basic results for our L0 model when simulated in two
different situations: (i) under the condition of zero external
pressure and (ii) by imposing an external hydrostatic pressure
of �13.9 GPa, which counteracts the underestimation of
the LDA result for the cubic lattice constant. (Taking as a
reference the cubic lattice constant obtained by extrapolating
to 0 K the experimental results in [43], this underestimation
can be approximated to be about 2.2%.) Note that this
kind of correction is customarily made in LDA-based
effective-Hamiltonian works [10–12], and we adopt it here for
the sake of an easier comparison with the literature.

As can be appreciated from figure 12, our simulated PTO
undergoes a phase transition from the high-T cubic phase
to a low-T tetragonal structure in which one polarization

Figure 12. Temperature-dependent polarization (a) and strains (b) of PTO as calculated from our L0 potential in two different conditions of
external pressure (see the text). The LDA-relaxed cubic structure defines the zero of strain. The value of the thermal expansion coefficient
(↵) of the high-temperature phase is indicated.
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Figure 13. The same as figure 12, but for the refined PTO model potentials discussed in the text. In all cases an external pressure of
�13.9 GPa is applied. In (a) the dashed lines show the result for L0.

component (z in our default Cartesian setting) becomes
different from zero. The transition is accompanied by a
deformation of the cell, which acquires a c/a > 1 aspect ratio.
The computed Curie temperature is about 225 K when no
external pressure is applied, and increases to about 450 K
when we correct for the LDA overbinding. This is the
expected behavior, as it is known that the strength of the
FE instabilities in these perovskite oxides is very sensitive to
volume changes (which is the reason why they have very good
piezoelectric properties).

Figure 13 shows the results obtained for all the model
potentials listed in table 4 simulated under the same
hydrostatic pressure of �13.9 GPa. Remarkably, in spite of
their similarly good description of the ground state energy and
structure, we observe very large differences in the predicted
TCs. It is interesting to note that, contrary to what we would
have expected [57, 58], the obtained TCs do not correlate
well with the energy difference between the ground state and
the RS, nor with the magnitude of the FE distortion. Thus,
for example, the lowest TC (about 440 K) corresponds to
the LIII potential, in spite of the fact that the weakest FE
instability (c/a = 1.020; Egs �ERS = �34.5 meV/f.u., where
Egs is the ground state energy) corresponds to the L0 model.
(The same trends were observed in the MC runs with no
applied pressure.) It is thus clear from these results that the
computed TCs are strongly dependent on details of the PES
that are not reflected in the energy and structure of the ground
state, a conclusion that can be extended to other physical
properties that we may obtain from our MC simulations.
Hence, the results in figure 13 evidence the critical importance
of developing models that include all the atomic degrees
of freedom, and allow for a systematic improvement of the
PES description, if we want to obtain accurate first-principles
results for the thermodynamic properties of materials like
PTO.

Let us conclude by giving an additional and striking
example of the importance of hidden atomistic effects in
determining the macroscopic properties of this material.
Our best model for PTO is probably the one labeled
LI, which renders an FE transition at TC ⇡ 510 K.
Interestingly, Waghmare and Rabe (WR) constructed an
effective Hamiltonian for PTO, considering only polar local
modes and strains as the model variables, that results in a

Figure 14. Temperature-dependent polarization as obtained from
MC simulations of our LI model. The black solid symbols show the
results obtained when we allow all possible atomic movements (as
pictorially depicted for the oxygen atoms in the left inset); the red
open symbols show the results when we suppress the oxygen
displacements associated with the rotations of the O6 octahedra (the
right inset shows the allowed oxygen displacements in this case).

significantly higher TC of about 660 K [12]. At first sight
such a discrepancy may seem surprising, and we made an
effort to understand its origin in some detail. First, we
checked that our model reproduces the energetics of the FE
instabilities given by the WR Hamiltonian rather closely,
despite the differences in the first-principles calculations (e.g.,
in the pseudopotentials) employed to compute the parameters.
Further, we ran simulations with modified versions of our
model to test subtle features of the WR energy parametrization
(e.g., the inclusion of high-order terms for the polar local
modes), and concluded that they cannot account for the
discrepancy in the computed TC.

We thus turned our attention to the qualitatively distinct
features of our model. Most notably, we describe not only
the FE instabilities and strains, but also the unstable AFD
distortions sketched in figure 5. It is known that, in most
perovskite oxides, the interaction between FE and AFD modes
is a competitive one, so that they tend to suppress each
other [14]. Hence, to evaluate the effect of such a competition
in our simulated PTO, we ran simulations in which the
O6 rotational modes were not allowed. We imposed this
constraint by restricting the motion of the oxygen atoms as
shown in the sketch of figure 14. Let us stress that such a
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Figure 11. Force-constant bands for the ground state of PTO. Black
solid lines depict the results from model LI, and red dashed lines
show the results obtained from first principles.

obtained in the fixed-cell case. More precisely, table 4 shows
significant differences between the first-principles results
(labeled ‘LDA’) and the predictions of the L0 model for the
structure of the tetragonal ground state, especially as regards
the aspect ratio (c/a) of the unit cell and the participation of
the Pb atoms in the ferroelectric distortion.

As we wanted to increase the accuracy of the model,
we decided to improve the description of the strain–phonon
couplings by adding the SAT represented by (Pbx–O2x)

2⌘1,
where we use the compact notation introduced above (see
figure 3 and table 2). Note that the resulting model, which
we label LI, combines 3-like terms, whose values are
fixed to those of the L0 potential, with one e3-like free
adjustable parameter. Such a parameter was fitted to better
reproduce the ground state structure; as shown in table 4,
this led to a significant improvement over the L0 result.
Further improvement of the c/a value can be achieved by
additionally introducing the higher-order SAT represented by
(Pbx � O2x)

2⌘2
1 (model LII), at the expense of worsening the

agreement for other structural parameters and energies.
Let us mention another model-construction experiment

that we made. Noting the importance of the strain–phonon
couplings in PTO, one may wonder which are the interaction
terms responsible for the main effects. By inspecting the

⇤(1,2) parameters computed directly from first principles, it is
easy to identify the two most prominent ones, which involve
Pb–O and Ti–O nearest-neighboring pairs. More specifically,
the key couplings are captured by the e3-like parameters
number 2 and number 13 from table 2. Hence, we considered
a model that includes only these two strain–phonon couplings
(LIII); interestingly, as shown in table 4, such a simple
potential is able to render good results for the structure and
energy of PTO’s ground state.

The quality of these models can be further evaluated by
checking how well they reproduce the first-principles results
for the force-constant bands of strained configurations. As
already mentioned, figure 10 shows an essentially perfect
agreement for model L0, which is largely preserved in models
LI and LII (the latter is not shown). Naturally, the agreement
is worse for the minimal model LIII. Figure 11 also shows
the results that model LI gives for the force-constant bands
of PTO’s tetragonal ground state, as compared with the
first-principles calculations. As in the fixed-cell cases of
figure 8, it is apparent that the considered model is not
sufficient to render a precise description of all the bands. Yet,
the qualitative agreement is satisfactory.

3.2.4. Temperature-dependent behavior. We studied the
T-dependent behavior of our PTO models by running MC
simulations in which both the atomic displacements and
strains were allowed to thermally fluctuate. Figure 12 shows
the basic results for our L0 model when simulated in two
different situations: (i) under the condition of zero external
pressure and (ii) by imposing an external hydrostatic pressure
of �13.9 GPa, which counteracts the underestimation of
the LDA result for the cubic lattice constant. (Taking as a
reference the cubic lattice constant obtained by extrapolating
to 0 K the experimental results in [43], this underestimation
can be approximated to be about 2.2%.) Note that this
kind of correction is customarily made in LDA-based
effective-Hamiltonian works [10–12], and we adopt it here for
the sake of an easier comparison with the literature.

As can be appreciated from figure 12, our simulated PTO
undergoes a phase transition from the high-T cubic phase
to a low-T tetragonal structure in which one polarization

Figure 12. Temperature-dependent polarization (a) and strains (b) of PTO as calculated from our L0 potential in two different conditions of
external pressure (see the text). The LDA-relaxed cubic structure defines the zero of strain. The value of the thermal expansion coefficient
(↵) of the high-temperature phase is indicated.
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Figure 11. Force-constant bands for the ground state of PTO. Black
solid lines depict the results from model LI, and red dashed lines
show the results obtained from first principles.

obtained in the fixed-cell case. More precisely, table 4 shows
significant differences between the first-principles results
(labeled ‘LDA’) and the predictions of the L0 model for the
structure of the tetragonal ground state, especially as regards
the aspect ratio (c/a) of the unit cell and the participation of
the Pb atoms in the ferroelectric distortion.

As we wanted to increase the accuracy of the model,
we decided to improve the description of the strain–phonon
couplings by adding the SAT represented by (Pbx–O2x)

2⌘1,
where we use the compact notation introduced above (see
figure 3 and table 2). Note that the resulting model, which
we label LI, combines 3-like terms, whose values are
fixed to those of the L0 potential, with one e3-like free
adjustable parameter. Such a parameter was fitted to better
reproduce the ground state structure; as shown in table 4,
this led to a significant improvement over the L0 result.
Further improvement of the c/a value can be achieved by
additionally introducing the higher-order SAT represented by
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⇤(1,2) parameters computed directly from first principles, it is
easy to identify the two most prominent ones, which involve
Pb–O and Ti–O nearest-neighboring pairs. More specifically,
the key couplings are captured by the e3-like parameters
number 2 and number 13 from table 2. Hence, we considered
a model that includes only these two strain–phonon couplings
(LIII); interestingly, as shown in table 4, such a simple
potential is able to render good results for the structure and
energy of PTO’s ground state.

The quality of these models can be further evaluated by
checking how well they reproduce the first-principles results
for the force-constant bands of strained configurations. As
already mentioned, figure 10 shows an essentially perfect
agreement for model L0, which is largely preserved in models
LI and LII (the latter is not shown). Naturally, the agreement
is worse for the minimal model LIII. Figure 11 also shows
the results that model LI gives for the force-constant bands
of PTO’s tetragonal ground state, as compared with the
first-principles calculations. As in the fixed-cell cases of
figure 8, it is apparent that the considered model is not
sufficient to render a precise description of all the bands. Yet,
the qualitative agreement is satisfactory.

3.2.4. Temperature-dependent behavior. We studied the
T-dependent behavior of our PTO models by running MC
simulations in which both the atomic displacements and
strains were allowed to thermally fluctuate. Figure 12 shows
the basic results for our L0 model when simulated in two
different situations: (i) under the condition of zero external
pressure and (ii) by imposing an external hydrostatic pressure
of �13.9 GPa, which counteracts the underestimation of
the LDA result for the cubic lattice constant. (Taking as a
reference the cubic lattice constant obtained by extrapolating
to 0 K the experimental results in [43], this underestimation
can be approximated to be about 2.2%.) Note that this
kind of correction is customarily made in LDA-based
effective-Hamiltonian works [10–12], and we adopt it here for
the sake of an easier comparison with the literature.
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MULTIBINIT – Electronic part	
  
•  Interface with SCALE-UP module (P. Garcia & J. Junquera) 
 
-  Sometimes necessary to reintroduce  
electronic degrees of freedom.  
 
 
-  « Extra » tight-binding model based  
on Wannier functions coupled to the  
effective atomic potentials 
 
-  Only deviations with respect to reference electronic configuration are 

taken into account ! 

-  Suitable for MIT, orbital and charge orderings, polarons, conducting 
domain walls … 
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The second step is the definition of a RED, n0(r⃗), for each
possible atomic configuration. Our method relies on the fact
that, in most cases, the self-consistent electron density, n(r⃗),
will be very close to the RED, so that changes in physical
properties can be described by the small [with respect to n0(r⃗)]
deformation density, δn(r⃗), defined as

n(r⃗) = n0(r⃗) + δn(r⃗). (2)

Several remarks are in order about Eq. (2).
First, with n(r⃗) we denote the electron density that inte-

grates to the number of electrons (i.e., it is positive). It is
trivially related with the charge density (in atomic units it just
requires making it negative due to the sign of the electronic
charge).

Second, this separation of the charge density into reference
and deformation contributions is similar to what is commonly
found in DFTB schemes, and even in first-principles meth-
ods [31]. However, this parallelism may be misleading. Indeed,
it is important to note that we make no assumption on the form
of the RED. In most cases, e.g., nonmagnetic insulators, it
will be most sensible to identify the RED with the ground
state density of the neutral system. Nevertheless, as will be
illustrated in Sec. VI B for Mott insulator NiO, other choices
are also possible and very convenient in some situations.

Third, our RED will typically be an actual solution of the
electronic problem, as opposed to some approximate density,
e.g., a sum of spherical atomic-like densities, possibly taken
from the isolated-atom solution, as used in some DFTB
schemes [15,32]. Fourth, the concepts of RAG and RED are
completely independent: In our formalism, we define a RED
for every atomic structure accessible by the system, and not
only for the reference atomic geometry. Finally, let us remark,
in advance to Sec. III J, that our method does not require an
explicit calculation of n0(r⃗) (or any other function in real
space, for that matter), a feature that allows us to reduce the
computational cost significantly.

In order to further clarify the concept of RED, let us
discuss the application of our method to the relevant case of a
doped semiconductor. As sketched in Fig. 1, our hypothetical
semiconductor is made of two different types of atoms
(represented by large green and small red balls, respectively)
in a square planar geometry with a three-atom repeated cell.
The RAG corresponds to the high-symmetry configuration in
which the large atom is located at the center of the square,
while the small atoms lie at the centers of the sides. In the
neutral (undoped) case, a self-consistent DFT calculation of
the RAG would yield an electronic configuration with all the
valence bands occupied and all the conduction bands empty, as
illustrated in Fig. 1(e). The associated electron density would
be our RED, n0(r⃗), represented by the green clouds in Fig. 1(b);
the associated energy would be E(0), using the notation that
will be introduced in Sec. III B.

Now, if we dope the neutral system by adding or removing
electrons, there will be a response of the electronic cloud,
which will tend to screen the field caused by the extra charge.
The doping electron (respectively, hole) will occupy the states
at the bottom of the conduction band (respectively, top of
the valence band). The doping-induced charge redistribution
can be viewed as resulting from an admixture of occupied
and unoccupied states of the reference neutral configuration.

FIG. 1. Schematic cartoon that represents the key physical
concepts for the development of the second-principles models: the
reference atomic structure and the reference and deformation electron
densities. Panels (a)–(c): the meaning of the balls (which represent the
position of the atoms in a hypothetical semiconductor), and the green
clouds (which represent charge densities) are explained in the main
text. Panels (d)–(f): the horizontal lines represent the one-electron
energy levels obtained at the corresponding atomic structures and
for the reference electronic configuration (neutral ground state). Full
green circles represent full occupation of a given state by electrons.
Half filled orange/green circles indicate partial occupation of a
particular level. The notations E(0), E(1), and E(2) for the energies
are introduced in Sec. III B. The parameters γ , U , and, I are defined
in Secs. III C and III D. Only the case of doping with electrons is
sketched. Doping with holes would lead to an equivalent picture.

The resulting state, described by the total charge density n(r⃗),
is sketched in Figs. 1(a) and 1(d). The difference between the
total electronic density and the RED is the deformation density
δn(r⃗). Such a deformation density, which is the key quantity
in our scheme, captures both the doping and the system’s
response to it, as sketched in Figs. 1(c) and 1(f).

Finally, let us further stress the independence between RAG
and RED. Note that all three quantities n(r⃗), n0(r⃗), and δn(r⃗)
are in fact parametric functions of the atomic positions. This is
illustrated in Fig. 2, which sketches a case in which one atom
is displaced from the RAG.

B. Approximate expression for the energy

Let us consider an atomic geometry characterized by the
homogeneous strain tensor ←→η and the individual atomic
displacements {u⃗λ} as described in Eq. (1). Our main objective
is to find a functional form that permits an accurate approxi-
mation of the DFT total energy at a low computational cost.
The DFT energy can be written as

EDFT =
∑

j k⃗

oj k⃗⟨ψj k⃗|t̂ + vext|ψj k⃗⟩

+ 1
2

∫∫
n(r⃗)n(r⃗ ′)
|r⃗ − r⃗ ′|

d3rd3r ′ + Exc[n] + Enn. (3)
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FIG. 2. Schematic cartoon emphasizing that the division of the
electron density into reference and deformation parts is carried out
for any geometrical configuration of the system, as defined by the
strain ←→η and atomic displacements {u⃗λ}. The distortion of the
reference atomic geometry is illustrated by the off-centering of one
atom (indicated with a black arrow). The atomic distortion results in
a modified n0(r⃗) [panel (b)], as well as in additional changes depicted
in panel (c), where the green and orange clouds denote positive and
negative variations in the electronic density. Symbols have the same
meaning as in Fig. 1.

In this expression, the first term on the right-hand side includes
the kinetic energy of a collection of noninteracting electrons as
computed through the one-particle kinetic energy operator, t̂ ;
this first term also includes the action of an external potential,
vext, which gathers contributions from the nuclei (or ionic
cores) and, possibly, other external fields. The second term
is the Coulomb electrostatic energy, which in the context
of quantum mechanics of condensed matter systems is also
referred to as the Hartree term. The third term, Exc[n],
is the so-called exchange and correlation functional, which
contains the correlation contribution to the kinetic energy in
the interacting electron system, as well as any electron-electron
interaction effect beyond the classic Coulomb repulsion. The
last term, Enn, is the nucleus-nucleus electrostatic energy.
Note that Eq. (3) is written in atomic units, which are used
throughout the paper. (|e| = me = ! = aB = 1, where |e| is
the magnitude of the electron charge, me is the electronic
mass, and aB is the Bohr radius).

As already mentioned, we assume that the Born-
Oppenheimer approximation applies, so that the positions of
the nuclei can be considered as parameters of the Hamiltonian.
We also assume periodic boundary conditions. (Finite systems
can be trivially considered by, e.g., adopting a supercell
approach [33].)

Within periodic boundary conditions, the eigenfunctions of
the one-particle Kohn-Sham equations, |ψj k⃗⟩, can be written
as Bloch states characterized by the wave vector k⃗ and the
band index j , with the occupation of a state given by ojk⃗ . Note
that Eq. (3) is valid for any geometric structure of the system,
and we implicitly assume that the total energy (EDFT), the
one-particle eigenstates (|ψj k⃗⟩), and all derived magnitudes
(such as the electron densities n, n0, and δn) depend on the
structural parameters ←→η and {u⃗λ}.

The total energy of Eq. (3) is a functional of the density
which, as described in Eq. (2), can be written as the sum of
a reference part n0(r⃗) and a deformation part δn(r⃗). When
we implement this decomposition, the linear Coulomb energy
term can be trivially dealt with. For the nonlinear exchange
and correlation functional, we follow Ref. ([12]) and expand

Exc[n] around the RED as

Exc[n] =Exc[n0] +
∫

δExc

δn(r⃗)

∣∣∣∣
n0

δn(r⃗)d3r

+ 1
2

∫∫
δ2Exc

δn(r⃗)δn(r⃗ ′)

∣∣∣∣
n0

δn(r⃗)δn(r⃗ ′)d3rd3r ′ + · · ·,

(4)

where we have introduced functional derivatives of Exc. In
principle, Eq. (4) is exact if we consider all the orders
in the expansion. (Expansions like this one are frequently
found in the formulations of the adiabatic density functional
perturbation theory [34,35].) In practice, under the assumption
of a small deformation density, the expansion can be cut
at second order. As we shall show in Secs. III D and III H,
this approximation includes as a particular case the full
Hartree-Fock-theory; hence, we expect it to be accurate enough
for our current purposes.

Within the previous approximation, we can write the total
energy as a sum of terms coming from the contributions of
the deformation density at zeroth (reference density), first, and
second orders. Formally we write

EDFT ≈ E = E(0) + E(1) + E(2), (5)

where the individual terms have the following form [36].
For the zeroth-order term E(0), we get

E(0) =
∑

j k⃗

o
(0)
j k⃗

〈
ψ

(0)
j k⃗

∣∣t̂ + vext
∣∣ψ (0)

j k⃗

〉

+ 1
2

∫∫
n0(r⃗)n0(r⃗ ′)

|r⃗ − r⃗ ′|
d3rd3r ′ + Exc[n0] + Enn. (6)

The above equation corresponds, without approximation, to
the exact DFT energy for the reference density n0. We can
choose the RED so that E(0) is the dominant contribution to
the total energy of the system, and here comes a key advantage
of our approach: We can compute E(0) by employing a model
potential that depends only on the atomic positions, where
the electrons (assumed to remain on the Born-Oppenheimer
surface) are integrated out. This represents a huge gain with
respect to other schemes that, like the typical DFTB methods,
require an explicit and accurate treatment of the electronic
interactions yielding the RED as well as solving numerically
for E(0) and n0 for each atomic configuration considered in the
simulation.

The first-order term involves the one-electron excitations
as captured by the deformation density,

E(1) =
∑

j k⃗

[
ojk⃗

〈
ψj k⃗

∣∣ĥ0
∣∣ψj k⃗

〉
− o

(0)
j k⃗

〈
ψ

(0)
j k⃗

∣∣ĥ0
∣∣ψ (0)

j k⃗

〉]
. (7)

Here, ĥ0 is the Kohn-Sham [1] one-electron Hamiltonian
defined for the RED,

ĥ0 = t̂ + vext − vH(n0; r⃗) + vxc[n0; r⃗], (8)

where vH(n0; r⃗) and vxc[n0; r⃗] are, respectively, the reference
Hartree,

vH(n0; r⃗) = −
∫

n0(r⃗ ′)
|r⃗ − r⃗ ′|

d3r ′, (9)
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The second step is the definition of a RED, n0(r⃗), for each
possible atomic configuration. Our method relies on the fact
that, in most cases, the self-consistent electron density, n(r⃗),
will be very close to the RED, so that changes in physical
properties can be described by the small [with respect to n0(r⃗)]
deformation density, δn(r⃗), defined as

n(r⃗) = n0(r⃗) + δn(r⃗). (2)

Several remarks are in order about Eq. (2).
First, with n(r⃗) we denote the electron density that inte-

grates to the number of electrons (i.e., it is positive). It is
trivially related with the charge density (in atomic units it just
requires making it negative due to the sign of the electronic
charge).

Second, this separation of the charge density into reference
and deformation contributions is similar to what is commonly
found in DFTB schemes, and even in first-principles meth-
ods [31]. However, this parallelism may be misleading. Indeed,
it is important to note that we make no assumption on the form
of the RED. In most cases, e.g., nonmagnetic insulators, it
will be most sensible to identify the RED with the ground
state density of the neutral system. Nevertheless, as will be
illustrated in Sec. VI B for Mott insulator NiO, other choices
are also possible and very convenient in some situations.

Third, our RED will typically be an actual solution of the
electronic problem, as opposed to some approximate density,
e.g., a sum of spherical atomic-like densities, possibly taken
from the isolated-atom solution, as used in some DFTB
schemes [15,32]. Fourth, the concepts of RAG and RED are
completely independent: In our formalism, we define a RED
for every atomic structure accessible by the system, and not
only for the reference atomic geometry. Finally, let us remark,
in advance to Sec. III J, that our method does not require an
explicit calculation of n0(r⃗) (or any other function in real
space, for that matter), a feature that allows us to reduce the
computational cost significantly.

In order to further clarify the concept of RED, let us
discuss the application of our method to the relevant case of a
doped semiconductor. As sketched in Fig. 1, our hypothetical
semiconductor is made of two different types of atoms
(represented by large green and small red balls, respectively)
in a square planar geometry with a three-atom repeated cell.
The RAG corresponds to the high-symmetry configuration in
which the large atom is located at the center of the square,
while the small atoms lie at the centers of the sides. In the
neutral (undoped) case, a self-consistent DFT calculation of
the RAG would yield an electronic configuration with all the
valence bands occupied and all the conduction bands empty, as
illustrated in Fig. 1(e). The associated electron density would
be our RED, n0(r⃗), represented by the green clouds in Fig. 1(b);
the associated energy would be E(0), using the notation that
will be introduced in Sec. III B.

Now, if we dope the neutral system by adding or removing
electrons, there will be a response of the electronic cloud,
which will tend to screen the field caused by the extra charge.
The doping electron (respectively, hole) will occupy the states
at the bottom of the conduction band (respectively, top of
the valence band). The doping-induced charge redistribution
can be viewed as resulting from an admixture of occupied
and unoccupied states of the reference neutral configuration.

FIG. 1. Schematic cartoon that represents the key physical
concepts for the development of the second-principles models: the
reference atomic structure and the reference and deformation electron
densities. Panels (a)–(c): the meaning of the balls (which represent the
position of the atoms in a hypothetical semiconductor), and the green
clouds (which represent charge densities) are explained in the main
text. Panels (d)–(f): the horizontal lines represent the one-electron
energy levels obtained at the corresponding atomic structures and
for the reference electronic configuration (neutral ground state). Full
green circles represent full occupation of a given state by electrons.
Half filled orange/green circles indicate partial occupation of a
particular level. The notations E(0), E(1), and E(2) for the energies
are introduced in Sec. III B. The parameters γ , U , and, I are defined
in Secs. III C and III D. Only the case of doping with electrons is
sketched. Doping with holes would lead to an equivalent picture.

The resulting state, described by the total charge density n(r⃗),
is sketched in Figs. 1(a) and 1(d). The difference between the
total electronic density and the RED is the deformation density
δn(r⃗). Such a deformation density, which is the key quantity
in our scheme, captures both the doping and the system’s
response to it, as sketched in Figs. 1(c) and 1(f).

Finally, let us further stress the independence between RAG
and RED. Note that all three quantities n(r⃗), n0(r⃗), and δn(r⃗)
are in fact parametric functions of the atomic positions. This is
illustrated in Fig. 2, which sketches a case in which one atom
is displaced from the RAG.

B. Approximate expression for the energy

Let us consider an atomic geometry characterized by the
homogeneous strain tensor ←→η and the individual atomic
displacements {u⃗λ} as described in Eq. (1). Our main objective
is to find a functional form that permits an accurate approxi-
mation of the DFT total energy at a low computational cost.
The DFT energy can be written as

EDFT =
∑

j k⃗

oj k⃗⟨ψj k⃗|t̂ + vext|ψj k⃗⟩

+ 1
2

∫∫
n(r⃗)n(r⃗ ′)
|r⃗ − r⃗ ′|

d3rd3r ′ + Exc[n] + Enn. (3)
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Summary	
  

•  MULTIBINIT :  
 
-  A unified tool designed for the second-principles modelling of 

large systems (up to a few 100.000 of atoms) at finite 
temperatures and operating conditions (external pressure, 
finite fields …). (but restricted to fixed bonding topology) 

-  A well intergrated package, with automatic construction of 
models from first-principles data.  

-  Various mixed modes: atoms/modes – strain – spin/electrons 
-  Various schemes : MD, MC, (PIMD), … 

-  Good post-processing tools for data analysis (AGATE) ! 


